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The era of Big Data and Machine Learning

Radical changes in the «era of Big Data and Machine Learning»
• Modify the impact of Science & Technology on society

– applications have reached people’s life and behaviour and generate strong emotional 
reactions, especially in the young generation (Rudin & Wagstaff, 2013)

• Challenge the epistemology of computer science
– Investigation of the implications of new data-driven approaches 
– Authors have seen in these changes a “paradigm shift” (Hey, Tansley & Tolle, 2009; 

Kitchin, 2014)



A “paradigm shift”? Open debate

A new mode of science is being 
created, one in which the modus 
operandi is purely inductive in 
nature (Prensky, 2009; Clark, 
2013): the data can speak for 
themselves free of theory

Systems are designed to capture 
certain kinds of data (Berry, 2011; 
Leonelli, 2012) and the results are 
not free from theory, neither can 
they simply speak for themselves 
free of human bias (Gould, 1981)

DATA-DRIVEN SCIENCE: a hybrid combination of abductive, inductive and 
deductive approaches (Kitchin, 2014)

Objection



Open questions beyond the “shift or not-shift”

• Big Data and new data analytics – such as Machine Learning techniques –
are disruptive innovations which are reconfiguring in many instances how 
research is conducted 

• These rapid changes in science practice are rarely accompanied by an 
educational and cultural critical reflection on the implications of this 
unfolding revolution
– Students are taught according to an idea of science that does not mirror 

the authenticity of the modus operandi
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• Big Data and new data analytics – such as Machine Learning techniques –
are disruptive innovations which are reconfiguring in many instances how 
research is conducted 

• These rapid changes in science practice are rarely accompained by an 
educational and cultural critical reflection on the implications of the 
unfolding revolution
– Students are taught according to an idea of science that does not mirror 

the authenticity of the modus operandi

A knowledge gap that deserves to be investigated and addressed



Aim of the study

• Issue addressed from the perspective of educational research in STEM
(Science, Technology, Engineering and Mathematics) 

• Result of a work conducted by the research group in STEM education at the 
Department of Physics and Astronomy of the University of Bologna 
(prof. Olivia Levrini, prof. Paola Fantini, dott. Laura Branchetti, Giovanni Ravaioli and Michael Lodi)

Contribute to characterize the epistemological novelty of Machine Learning 
with respect to other approaches to Artificial Intelligence 

(imperative/procedural and logical/declarative)



Research Question

• An activity about Neural Networks designed for a module on Artificial
Intelligence within the I SEE project

• The analysis of the activity, centred around the interpretation of neural
networks as complex systems, will allow us to highlight the epistemological
aspects that can contribute to characterize the paradigm shift

Which discourses can be introduced to upper secondary-school students
(16-19 y.o.) to make them aware of the «paradigm shift» 

introduced by Machine Learning?



The I SEE project

Inclusive STEM Education to 
Enhance the capacity to aspire 

and imagine future careers

(September 2016 - August 2019)



The I SEE project

Goal
design innovative approaches
and teaching modules on STEM 
advanced topics, to foster
students’ capacities to imagine the 
future (future-scaffolding skills)
and aspire to STEM careers

Intellectual Outputs
• Teaching-learning modules on STEM 

future-oriented topics
• Guidelines for teachers 
• Research reports on the impacts of 

the modules on students’ learning 
• Policy recommendations to 

innovate science teaching



Start-up module

• Topic: climate change 
• Tested in a Summer School at 

Bologna, June2017
• 24 students and 8 teachers (from, 

Finland Iceland, Italy) + 8 
researchers

• About 30 hours

Further modules

• Finland: quantum computing 
(about 20 hours)

• Iceland: carbon sequestration 
(about 20 hours)

• Italy: artificial intelligence
(about 20 hours; 120 students 
involved in implementations in 
Italy and Finland)
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I SEE Module structure



I SEE Module structure

Encountering with the 
focal scientific topic and 
future thinking



I SEE Module structure

Developing conceptual and 
epistemological knowledge about the 
scientific topic (through active learning)



I SEE Module structure

BRIDGE



I SEE Module structure

Future-oriented and 
action-competence activities















The activity about AI approaches
Imperative approach Logical approach

The programmer

solves his/her task with an 
algorithm containing all the 
steps, in their order, the 
machine has to follow to 
produce the output

declares a set of facts and 
logical rules from which the 
machine itself infers the 
output via the inference 
engine



Imperative approach Logical approach

The programmer

solves his/her task with an 
algorithm containing all the 
steps, in their order, the 
machine has to follow to 
produce the output

declares a set of facts and 
logical rules from which the 
machine itself infers the 
output via the inference 
engine

Epistemological 
aspects 
embedded

• Top-down
they need an expert to represent the problem and the 
solution is produced by deduction

• Symbolic: 
the information the machine produces and the steps it 
follows consist in human-readable information

The activity about AI approaches



The activity about Machine Learning

• Overview on general concepts of Machine Learning
– Supervised vs unsupervised learning
– Linear and logistic regression

• Focus on connectionist paradigm 
– Feed-forward Neural Networks and multilayer perceptron
– The model of artificial neuron and architecture of the network
– Training-validation-test phases 
– Forward- and error-back propagation algorithms
– Accuracy of the network

• Parallelism between neural networks as complex systems

The science that gives
computers the ability to 

learn without being
explicitly programmed”

(Samuel, 1959)



Neural networks as complex systems

• Shift from classical determinism 
to probability

• Challenge the classical definition 
of explanation of phenomena 

• Opacity of the models

HYPOTHESIS
The Machine Learning revolution shares some epistemological similarities

with the revolution introduced by the science of complex systems

Make visible these 
similarities with a 
parallelism between 
neural networks and 
complex systems



Neural networks as complex systems



Parallelism: Emergent property

• The “knowledge” of the network in not an a priori set 
competence
– It is a property of the trained-tested net that emerges from 

simple local interactions among agents



Parallelism: Emergent property

• The “knowledge” of the network in not an a priori set 
competence
– It is a property of the trained-tested net that emerges from 

simple local interactions among agents

• The shape of the flock is not imposed to the single birds 
by a “chief”
– It results from their self-organization



Parallelism: Rules for individual agents

• The rules every artificial neuron attends are simple, 
non-linear and involve only the states of the nearest 
neurons

ℎ" 𝑥 = 𝑔 𝜃'𝑥 =
1

1 + 𝑒+",-



Parallelism: Rules for individual agents

• The rules every artificial neuron attends are simple, 
non-linear and involve only the states of the nearest 
neurons

• Every bird moves according to simple rules based on 
distance, speed and density with respect to the nearest 
neighbours

ℎ" 𝑥 = 𝑔 𝜃'𝑥 =
1

1 + 𝑒+",-



Parallelism: Input-output circularity

• During the training phase, the weights of the network 
are assessed with a circular input-output process
– The error-back propagation algorithm



Parallelism: Input-output circularity

• During the training phase, the weights of the network 
are assessed with a circular input-output process
– The error-back propagation algorithm

• The movement of the flock depends on the movement 
of the single birds but also the trajectories of the birds 
depend on the shape of the flock



Parallelism: Non-linear dependence

• The outputs of the network are highly sensitive to the 
initial condition of the weights



Parallelism: Non-linear dependence

• The outputs of the network are highly sensitive to the 
initial condition of the weights

• The change of trajectory of a single bird may radically 
change the shape and trajectory of the flock



Neural networks as complex systems



Epistemological highlights

• Bottom-up character of connectionist approach to Machine Learning
We do not need any a priori expert knowledge about the task to perform
The knowledge emerges from the examples with which the network is fed

• Sub-symbolic character
Many individual agents and non-linear interactions create an opaqueness 
of the systems
At the end of the process of learning, the steps the machine follows are 
not human-readable information but a matrix of connections’ weights



Imperative 
approach

Logical approach Machine Learning approach
(focus on Connectionism)

The 
programmer

solves his/her task 
with an algorithm 
containing all the 
steps, in their order, 
the machine has to 
follow to produce the 
output

declares a set of facts 
and logical rules from 
which the machine itself 
infers the output via the 
inference engine

collects examples and sets the 
architecture of the network

Epistemological 
aspects 
embedded

• Top-down
they need an expert to represent the 
problem and the solution is produced by 
deduction

• Symbolic: 
the information the machine produces and 
the steps it follows consist in human-
readable information

• Bottom-up
no need of a priori expert 
knowledge about the task

• Sub-symbolic
non human-readable 
information and opaqueness



Conclusions

• The establishment of the neural network/complex system comparison 
allowed to show to the students epistemological aspects that go beyond 
the connectionist paradigm in which the parallelism was constructed 

• The parallelism allowed to illuminate important aspects of Machine 
Learning approach in general, giving space to deeper understanding of 
Samuel’s definition

• This work is the starting point to address the knowledge gap between 
research and education in Machine Learning



Further steps

• New implementations (January-March 2020)
• Accurate data collection (pre- and post- interviews, questionnaires, focus 

groups)
• Qualitative data analysis to investigate students’ reactions to the activity in 

terms of content understanding and emotional attitudes

If you want to provide any feedback or if you would like to work in the refinement 
of the activity and/or in the data analysis process, let’s network in these days!
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